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Resumen

El presente trabajo propone una estrategia para integrar un sistema de identificacion
de emociones en un sistema de recomendacion para e-marketing. El sistema emplea la
camara del dispositivo movil (con autorizacion del usuario) para capturar imdagenes
faciales y, mediante la red neuronal Mini-Xception, identifica las emociones. El sistema
de recomendacion, de tipo hibrido, combina un enfoque basado en contenido, que
utiliza TF-IDF y la similitud del coseno, con otro basado en popularidad. Se aplica un
esquema de decaimiento temporal para ponderar las detecciones emocionales mds
recientes y se normaliza el nivel emocional para facilitar la comparacién entre usuarios.

Los resultados muestran una precision del 92% en la identificaciéon de emociones. El
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sistema de recomendacion arroja una lista de productos ajustados a los niveles de

emociones calculados durante la sesion.

Palabras clave: sistema de recomendacién, redes neuronales profundas, sistema de

identificacién de emociones, e-marketing, aprendizaje automatico

Abstract

This work proposes a strategy for integrating an emotion recognition system into an e-
marketing recommendation system. The system uses the mobile device's camera (with
the user’s authorization) to capture facial images and, via the Mini-Xception neural
network, identifies emotions. The hybrid recommendation system combines a content-
based approach, which uses TF-IDF and cosine similarity, with one based on popularity.
A temporal decay scheme is applied to weight more recent emotional detections, and
the emotional level is normalized to facilitate comparison across users. The results show
92% accuracy in emotion recognition. The recommendation system outputs a list of

products tailored to the emotion levels computed during the session.

Keywords: recommendation systems, deep neural networks, emotion identification

systems, e-marketing, machine learning

1. INTRODUCCION

El rapido crecimiento del comercio electrénico en los dltimos afios evidencia un cambio
en los habitos de compra. Asimismo, el uso masivo de teléfonos inteligentes con
aplicaciones que permiten adquirir productos en cualquier horario y sin necesidad de
perder tiempo para desplazarse a un centro comercial ha impulsado la expansién de
este tipo de comercio (Bandyopadhyay et al, 2021). En este contexto, para ser
competitivas en la era digital, aumentar su productividad y mejorar su eficiencia, las
empresas necesitan incorporar sistemas de venta en linea que ayuden a los usuarios a
encontrar productos acordes con sus gustos y preferencias. Integrar estas soluciones
como parte de sus estrategias de mercadeo contribuye a incrementar la productividad
y a mejorar la eficiencia organizacional (Fernandez y Ygnacio,, 2023).

Estos sistemas necesitan captar el interés de los usuarios; por ello, deben ofrecer un
servicio adaptado a sus necesidades. Dado que las personas pueden manifestar sus
emociones a través de expresiones faciales, estas aplicaciones, al igual que un buen
vendedor, deberfan identificar qué objetos son de preferencia para cada usuario. Como
se sabe, las emociones, al ser un estado psicologico complejo, influyen en la forma en
que las personas piensan, actdan, interactéan y toman decisiones. En consecuencia, una
aplicacién de comercio electrénico puede captar la emocién reflejada en el rostro del

consumidor para predecir sus preferencias y sugerir los productos que satisfacen sus
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expectativas o necesidades. Esta prediccion utiliza las emociones de un conjunto de
usuarios (clientes), registrados previamente.

Con los recientes avances de los algoritmos de aprendizaje profundo, se han
desarrollado diversos métodos para el reconocimiento facial de emociones en tiempo
real. Por lo que el reconocimiento automdtico de las emociones humanas ha cobrado
relevancia y se aplica en multiples ambitos: desde el desarrollo de interfaces humano—
computador hasta la educacion personalizada, los sistemas de salud, la monitorizacion
del clima organizacional y los sistemas de recomendacion.

La deteccién de emociones humanas se evalla cuantitativamente. Hay dos enfoques
basicos utilizados para estudiar la naturaleza de las emociones, que son: el enfoque
discreto y el enfoque bidimensional de valencia-excitaciéon. El primero identifica seis
emociones fundamentales: alegria, tristeza, ira, miedo, disgusto y sorpresa (Ekman,
1992), mientras que el segundo opera en los ejes duales de valencia (la positividad o
negatividad de la emocién) y excitacién (la intensidad de la experiencia emocional)
(Bagherzadeh et al,, 2024).

Los sistemas de recomendacion han incorporado modulos de reconocimiento de
emociones para comprender el estado afectivo del cliente en relacién con los
productos. La incorporacion de las emociones ha allanado el camino para aprovechar
estas como descriptores que explican una mayor proporciéon de la variacion en las
preferencias del usuario que los descriptores como género y edad, usados
tradicionalmente. Por ejemplo, un usuario podria querer consumir un tipo de contenido
diferente cuando estd feliz que cuando estd triste. Por lo que la lista de elementos
recomendados se debe adaptar al estado de dnimo del usuario, el sistema debe ser
capaz de detectar dicho estado y utilizarlo en el algoritmo como informacion contextual
(Tkalcic et al,, 2011).

Este trabajo propone un sistema recomendador para el comercio electrénico a través

del reconocimiento facial de emociones.

1.1. Trabajos previos

La literatura ofrece varios trabajos donde se ha incorporado la deteccion de emociones
en los sistemas de recomendacion de productos. Entre ellos se encuentra el de VWon
et al. (2023), que presenta un sistema de recomendacion de imagenes personalizadas
basado en informacién ambiental y expresiones faciales. El sistema utiliza un algoritmo
de aprendizaje profundo para clasificar las expresiones faciales, mientras que los datos
ambientales se recopilan mediante sensores de teléfonos inteligentes. Ademas, para
realizar las recomendaciones, emplea un enfoque hibrido que combina el filtrado
basado en contenido y el filtrado colaborativo.

Partiendo de la premisa de que los usuarios suelen buscar musica acorde con su estado

emocional, Singh y Dembla (2023) proponen un sistema de recomendacion que integra
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el reconocimiento de emociones mediante andlisis facial. Para la deteccién, emplean
aprendizaje por transferencia con modelos como CNN, ResNet50V2, VGG16 y
EfficientNet-BO, entrenados sobre FER2013 vy reforzados con imagenes adicionales
obtenidas de Google. La recomendacién se apoya en un conjunto de datos de Spotify
y utiliza K-means para agrupar las pistas por emocion, personalizando asf las sugerencias
segln el estado emocional detectado.

Por su parte, Manimaran et al. (2025) presentan también un sistema de recomendacién
musical. En este trabajo, se utiliza una CNN para la deteccidon de emociones v, para la
recomendacion de canciones coherentes con ese estado, se analiza un conjunto de
datos que correlaciona emociones con atributos musicales como género, tempo y
contenido lirico. El sistema aprende continuamente de las respuestas del usuario frente
a las sugerencias, ajustando sus recomendaciones con el tiempo. Ademas, incorpora un
enfoque de recomendacion hibrido para mejorar la precision y la satisfaccion del
usuario.

Recomendaciones inteligentes basadas sélo en las emociones detectadas sobre la
marcha, sin depender de datos histéricos o registros de compra anteriores pueden
mejorar los tiempo de respuestas, tal como es el trabajo propuesto por Bandyopadhyay
etal. (2021), en cual divide la captura de imdgenes del cliente en frames, los convierte
a escala de grises y escanea la regién de interés y se pasa por el clasificador de
emociones para identificar la emocién de cada frame. El sistema calcula la respuestas
positivas (suma de emociones de felicidad y sorpresa) vy las respuestas negativas (suma
de expresiones de tristeza e ira) para finalmente, calcular el nivel de satisfaccion
(diferencia absoluta entre las respuestas positivas y negativas). El nivel de satisfaccion se
categoriza en cuatro niveles diferentes para selecciona los objetos asociados al nivel de
satisfaccion.

También, se ha utilizado Redes Neuronales Recurrentes, en especifico redes LSTM para
la identificacion de emociones, Por ejemplo, el Ruan et al. (2025) se extraen
caracteristicas emocionales de los comentarios de los usuarios (andlisis de sentimiento
basado en contenido) y las combina con sus datos de comportamiento histérico
(filtrado colaborativo) para realizar recomendaciones personalizadas. El sistema utiliza
un modelo ATT-LSTM para el andlisis de sentimientos, que mejora la precision en el
reconocimiento de emociones en los comentarios de texto. Luego, integra estas
caracteristicas emocionales con el comportamiento historico del usuario para predecir
qué contenido es mds probable que le interese al usuario. En este trabajo, para usuarios
nuevos (cold-start users) que carecen de datos de interaccion suficientes, el modelo
emplea una estrategia de recomendacion basada en contenido, utilizando la similitud
semantica entre los articulos y los patrones generales de preferencia del usuario

derivados de las tendencias de sentimiento agregadas.
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2. MARCO TEORICO

2.1.Sistemas de recomendacién

Un sistema de recomendacion es un algoritmo que muestra a los usuarios elementos
de interés, ya sean peliculas para ver, libros para leer, productos para comprar o
cualquier otro elemento dependiendo de la empresa u organizacién. Si se tiene una
base de datos que contiene la informacién de estos elementos, el sistema de
recomendacién mostrard el nimero maximo de elementos de esta base de datos que
se pueden recomendar al usuario (Rivero A, 2023).

Formalmente, un problema de recomendacién se puede formular de la siguiente
manera: Sea C el conjunto de todos los usuarios y S el conjunto de todos los elementos
posibles que se pueden recomendar, tales como libros, peliculas o calzado, etc. Sea U
una funcién que almacena la utilidad (valoraciones) de los elementos S para el usuario
c € C, es decir:

U: CxS—R
donde, R es un conjunto totalmente ordenado de valoraciones (enteros no negativos

0 numeros reales dentro de un cierto rango). El sistema de recomendacién debe
seleccionar para el usuario c el conjunto de elementos s € S que maximice la funcién
de utilidad U.

Basados en el algoritmo utilizado existen diferentes familias de sistemas de

recomendacion: basados en popularidad, en su contenido o colaborativos.

2.1.1. Sistemas basados en popularidad

Este sistema se adapta a las tendencias actuales. Basicamente, utiliza los elementos
(productos) mas populares. El elemento mas popular entre el publico general tiene mas
probabilidades de ser recomendado a nuevos clientes (Sreekala, 2020). No recomienda
segln la preferencias de los usuarios, sino que recomienda de manera general al rubro
en el que se encuentre el elemento. Este sistema se basa en la cantidad de ventas, en la

valoracion del producto y las promociones (Fernandez y Ygnacio, 2023)

2.1.2. Sistemas basados en el contenido

Estos sistemas utilizan el historial de las preferencias del usuario (ya sea marca, color,
precio y calificaciones) para predecir que producto puede ser interesante, tanto para
el usuario como para la empresa, y a raiz de ello mostrar sugerencias similares a los
intereses del usuario (Afoudi et al,, 2021). El método tiene su origen en los sistemas de
recuperacion de informacion vy en los sistemas de filtrado de informacién y requiere
informacién del producto, es decir, se deben identificar los atributos del producto que
lo caracterizan y que permiten identificar las preferencias de los usuarios. Estos datos

son llamados etiquetas(t). En este método la funcion de utilidad u(cs) del
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elemento s para el usuario ¢ se calcula a partir de las valoraciones que el usuario c le

asigna a los s" elementos que son “similares” al elemento s (Rivero A, 2023).

2.1.3. Sistemas colaborativos

Es uno de los sistemas mas utilizados, su mecanismo de recomendacion se basa en

filtrar Unicamente los gustos y preferencias de los usuarios. También se encarga de

evaluar las calificaciones de los productos y predecir cuales podrfan gustar al cliente

(Tewari, 2020). Este método se basa en el supuesto que los usuarios tienden a

seleccionar elementos similares a los que en el pasado usuarios similares a este han

seleccionado. Para ello, calcula la utilidad de un elemento s de un usuario particular ¢
usando las valoraciones que previamente han realizado otros usuarios. Este tipo de
sistemas presentan el problema del arranque en frio.

Estos sistemas (métodos) presentan algunos problemas, como:

e Arranque en frio (cold start), dificultad que enfrentan los sistemas de
recomendacion, especialmente los colaborativos, para generar buenas
recomendaciones cuando falta historial de interacciones,, ya sea porque no se tiene
historial del usuario, del elemento o es un nuevo sistema.

e Falta de diversidad y novedad, todos los enfoques pueden caer en burbujas de filtro

e [Equidad y sesgos: pueden perjudicar a grupos/creadores minoritarios.

e Métricas desalineadas: optimizar clics no siempre maximiza satisfaccion a largo
plazo.

e  Explicabilidad: dificil justificar por qué se recomend? algo.

e Contexto y multi espacio: preferencias cambian por tiempo, lugar, dispositivo; no
siempre se modela.

Una de las posibles soluciones a estos problemas es utilizar un método hibrido. Este

método propone la combinacion de dos 0 mas de los sistemas existentes, ya sea una

combinacion en paralelo, incorporando caracteristicas de un sistema en el otro sistema

o creando un método unificado (Rivero A, 2023).

2.2. E-marketing

El e-marketing, también llamado marketing digital o marketing electrénico, se refiere a
la utilizacion de internet, las redes de telecomunicacion y las tecnologias digitales
relacionadas para conseguir los objetivos de marketing de la organizacién (Luque-Ortiz,
2021). Es decir, es el uso del conjunto de herramientas y estrategias digitales, como los
sistemas de recomendacion, con el fin de mejorar o promover la venta de productos
o servicios. Por tanto, el marketing digital viene a ser la estrategia que tienen las
organizaciones para llegar a sus clientes mediante la implementacién de tecnologfas de

informacién (Fernandez y Ygnacio, 2023).
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3. METODOLOGIA

El trabajo propone una estrategia que integra un sistema inteligente que identifica
emociones a partir del rostro de los clientes con un sistema de recomendacién. Se llevé
a cabo en dos fases. En la primera se desarrollé el modelo de deteccion de emociones,
y en la segunda se construyd el sistema de recomendacion integrando el modelo de

deteccién de emociones.

3.1. Sistema de identificacién de emociones

El sistema emplea la cdmara del dispositivo mévil para la captura de imdgenes faciales,
proceso que se realiza Unicamente previa autorizacion del usuario. Con el propdsito de
identificar emociones a partir de dichas imagenes, se entrend la red neuronal
Mini-Xception (Arriaga et al, 2017), una version simplificada y de baja complejidad
computacional de la arquitectura Xception. Esta variante se caracteriza por un ndmero
reducido de pardmetros y una menor demanda de recursos, sin comprometer el
desempefio en la tarea de clasificacion. Finalmente, cada emocién es detectada dentro
de un intervalo temporal especifico y remitida al médulo de recomendacion, donde se
integra como sefial de entrada para la personalizacion del contenido.

El flujo de trabajo comienza con la activacion de la cdmara y captura una imagen facial.
Esta imagen se procesa posteriormente para extraer los rasgos faciales requeridos por
el modelo pre-etrenado, que estd cargado y se encarga de detectar las emociones a
partir de la imagen capturada. Finalmente, la emocién identificada es enviada a sistema
de recomendacion. Como se menciond anteriormente, el modelo de red neuronal
profunda empleado se basa en la arquitectura Mini-Xception, entrenada con la base de
datos FER2013, que contiene 35,887 imagenes en escala de grises de 48x48 pixeles
recopiladas de Internet. Las imdgenes muestran rostros humanos etiquetados con siete
tipos de emociones: ira, disgusto, miedo, felicidad, tristeza, sorpresa y neutralidad. El
desarrollo se llevd a cabo en Python, utilizando varias bibliotecas: OpenCV para el
procesamiento de imdgenes, TensorFlow y Keras para construir, entrenar y validar el
modelo de red neuronal profunda, y Dlib para localizar puntos clave faciales, lo que
permite una alineacion precisa de los rostros antes del andlisis emocional.

Modelo de red neuronal para identificar emociones

3.1.1. Modelo de la red neuronal para identificar emociones

Para desarrollar el modelo de reconocimiento de emociones, se siguieron los pasos
clasicos de aprendizaje automdtico. Se utilizd el enfoque discreto para entrenar el
modelo de clasificacién, usando imdgenes de rostro con etiquetas para las siete
categorfas definidas en la base de datos FER2013. A continuacién, se describen los

principales pasos del proceso:
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Captura y procesamiento de imdgenes
El sistema cuenta con un sensor de presencia, por lo que cuando detecta la proximidad
de una persona, activa la cdmara USB conectada a la Raspberry Pi 5 y captura las

imagenes faciales del profesor en formato JPG con tres canales (RGB).

Preprocesamiento de imdgenes

Cada imagen capturada se procesa mediante conversién en escala de grises (para
reducir la complejidad computacional y centrarse solo en las caracteristicas relevantes
de las expresiones faciales); Ecualizacion de histograma (para mejorar el contraste de la
imagen, lo que facilita la deteccién de rasgos faciales en condiciones de iluminacion
desigual); Deteccién facial - Punto de referencia (la biblioteca Dlib se utilizd para
identificar 68 puntos clave en la cara, como los ojos, la nariz y la boca); Alineacion facial
(para que todas las imagenes estuvieran en una posicién estandar); Normalizacion de
imagenes (Las imagenes se adaptaron a las dimensiones requeridas por el modelo de
48x48 pixeles); Filtrado de imdgenes: Las imagenes borrosas o mal capturadas se
descartaron utilizando algoritmos que evaluaron su calidad y nitidez, asegurando que el

conjunto de datos procesado fuera consistente.

Construccién del modelo

Se empled una arquitectura de red neuronal profunda (DNN) basada en el modelo
mini-Xception. Esta arquitectura utiliza convoluciones separables en profundidad
(SeparableConv2D), junto con mecanismos de normalizacion por lotes
(BatchNormalization) y activaciones ReLU para estabilizar y acelerar el entrenamiento.
El bloque final incluye un Global Average Pooling seguido de una capa densa con
activacion softmax para la clasificacion. En conjunto, estas decisiones de disefio
favorecen la eficiencia computacional y la capacidad de generalizacion del modelo. Mini-
Xception fue seleccionado debido a su capacidad para equilibrar la precision y el
rendimiento en dispositivos con recursos limitados y su excelente rendimiento en el
conjunto de datos FER2013. A continuacion, se describe la arquitectura de la red

neuronal profunda Mini-Xception (Figura 1).
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Figura 1. Detalle de la arquitectura Mini-Xception utilizada (fuente: elaboracién
propia)
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Capas iniciales: Su objetivo es preparar y comprimir la informacién de la imagen para

el resto de los bloques residuales tipo Xception. Esta capa es una combinacién de:

e Primera Conv2D (1—8 canales, Relu): Extrae caracteristicas basicas como bordes
y texturas simples. Aumentar a 8 canales permite capturar diferentes aspectos de
las imagenes faciales, La funcion Relu introduce no linealidad controlada.

e Segunda Conv2D (8—8 canales, Relu): profundiza en la detecciéon de
caracteristicas, refinando los patrones detectados en la primera capa.

e Normalizacion por lotes (Batch Nomalization): Estabiliza el proceso de aprendizaje
mediante la normalizacién de las activaciones, reduciendo problemas como el
cambio de covariables.

e MaxPooling (2x2): Disminuye la resolucion (dimension) a la mitad para que las
capas posteriores trabajen con mapas de caracteristicas mds compactos mejorando
la eficiencia computacional.

Bloques residuales (bloques Mini-Xception): Su propdsito era capturar caracteristicas

mas complejas y abstraer patrones emocionales relevantes. Cada bloque incluye

convoluciones separables, conexiones residuales vy técnicas de agrupacion. Se
consideraron cuatro bloques residuales.

e Bloque residual 1 (8—16 canales): extrae caracteristicas mas complejas mientras
conserva la informacién de entrada a través de una conexion residual.

e Bloque residual 2 (16—32 canales): Detecta patrones faciales como formas de ojos
y boca. El mayor nimero de canales permite capturar mds detalles.

e Bloque residual 3 (32—64 canales): Analiza caracteristicas de alto nivel, como
expresiones completas, utilizando un mayor numero de filtros para identificar

patrones mas sutiles.
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e Bloque residual 4 (64—128 canales): Genera representaciones abstractas de
expresiones faciales. Este bloque utiliza el maximo nimero de filtros, condensando
la informacion para las etapas finales.

Capa final — Clasificacion: realiza la agregacion y decision de clase, traduciendo los rasgos

de alto nivel aprendidos por los bloques residuales en probabilidades de clasificacion

eficientes y con buena capacidad de generalizacion.

e Conv2D (128—7 canales): Reduce la dimensionalidad a 7, correspondiente a las
emociones estudiadas para la clasificacion.

e Global Average Pooling (GAP): Reemplaza las capas densas tradicionales,
eliminando pardmetros innecesarios y reduciendo el riesgo de sobreajuste. Este
paso también mejora la solidez del modelo a las distorsiones espaciales.

e Denso + Softmax (7 salidas): Realiza la clasificacién final, asignando probabilidades
a cada una de las 7 emociones posibles. La activacién de Softmax garantiza que los
resultados se puedan interpretar como probabilidades, sumando un total de 1.

Entrenamiento, optimizacién y ajuste de hiperpardmetros del modelo: Durante el
entrenamiento, se ajustaron los parametros del modelo. Se aplico validacion cruzada
para garantizar la robustez del modelo y minimizar el riesgo de sobreajuste, asegurando
asi que el sistema pudiera generalizar bien en condiciones del mundo real. Se utilizd la
siguiente division de datos: Conjunto de entrenamiento: ~28.709 imdgenes, Conjunto
de validacion: ~3.589 imdagenes y Conjunto de prueba: ~3.589 imdgenes. Los
parametros considerados fueron:

e Tamafio del lote: 32 muestras.

e Numero de épocas: 100.

e Dimensiones de la imagen: 48x48 pixeles.

e Tasa de aprendizaje inicial: 0,001.

e  Optimizador: Adam.
e Funcion de pérdida: Entropia cruzada categdrica.

Validacion del modelo: Se utilizaron métricas como la Precision y Sensibilidad (Sensitivity,

Recall) para garantizar un reconocimiento de emociones preciso y confiable. Algunas

pruebas se realizaron en entornos reales bajo diferentes condiciones ambientales,

incluidos diferentes niveles de iluminacion, para determinar la robustez vy eficiencia del

sistema.

3.2. Sistema de recomendacién

El sistema de recomendacion de productos dispone de datos basicos del usuario como
género, edad y estado emocional. Los dos primeros se obtienen durante el registro,
mientras que el estado emocional se infiere mediante el sistema de reconocimiento de
emociones. El sistema asume que los usuarios, al encontrarse en un estado emocional

determinado, tienden a preferir productos asociados con dicho estado.
87

Redmarka. Rev Mark Apl, vol. 29, nim. 2 (2025), 78-94



Dulce Rivero Albarran y Laura Guerra-Torrealba

Con el fin de capturar la dindmica emocional y robustecer la estimacién, se aplica un
esquema de decaimiento temporal que pondera con mayor peso las detecciones mds
recientes. Adicionalmente, se normaliza el nivel emocional respecto del total observado
para facilitar la comparacién entre usuarios con diferentes cantidades de observaciones.
En particular, se define un indice emocional normalizado como:

5(t) = #pos(tzvzta;tne g(t)

Donde #pos(t) y #neg(t) representan, respectivamente, las detecciones ponderadas de

emociones positivas y negativas hasta el instante t, y N(t) es la suma ponderada total
de detecciones. Bajo un decaimiento exponencial con semivida Tip, las ponderaciones
se definen como wi = exp(-A (t — &)), con A=In(2)/T1,

La interpretacién operativa de é(t) se establece mediante umbrales relativos:

o |é(t)] < T: estado neutral.

e |é(t)] = 7: predominio de emociones positivas.

e ||é(t)| < —t: predominio de emociones negativas,

donde t € (0,1) es un parametro calibrable (p. ej, ©=0.25).

Para la prueba del sistema de reconocimiento se utilizo una de las tablas de datos
(wdcproducts50cc50rnd000un_valid_large.json) proporcionados por WDC Products:
A Multi-Dimensional Entity Matching Benchmark (Peeters, Der & Bizer, 2023), que
contiene 4500 registros. Se leccionaron las cinco primeras columnas, se renombraron
las columnas y se anexaron unas columnas adicionales con valores aleatorios, esto son
numero de visitas, nimero de likes y nivel de emocion. La Figura 2 presenta las primeras
5 filas de la tabla.

Finalmente, esta sefial emocional, junto con los metadatos del usuario y su historial
reciente de productos visualizado, se integra en el mdédulo de recomendaciéon para
personalizar el contenido.

El sistema de reconocimiento es hibrido, combina un sistema de reconcimiento por
contenido que utiliza las etiquetas: descripcidn, precio y nivel_emocién para encontrara
productos similares. Para asignar un valor numérico al atributo descripcion se utilizé la
frecuencia inversa TD-IDF; para encontrara los productos similares se utilizé la similitud
del coseno. También se utilizd un sistema de recomendacion basado en popularidad de
los productos, para la selecciéon de los articulos a recomendar se utilizaron los atributos
likes, nivel_emocional y niUmero_visitas seleccionando aquello que estubieran por
encima de un valor p del total de productos de esa marca, el valor p se ajusta de

acuerdo al nimero de productos de la marca (ver Figura 3).
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Figura 2. Primeros 5 registro de la BD utilizada para el Sistema de Recomendacién
(fuente: elaboracién propia)

print(df_sub.head())

id marca \
@ 15228268 Epson
1 62156844 Western Digital
2 56989328 None
3 49805702 Sony
4 66291779 None
titulo \
@ Genuine Epson C13T79034010 Magenta High Capaci...
1 WD Blue 250GB PC SSD - SATA 6 Gb/s 2.5 Inch So...
2 Traveler's Notebook Refill - Grid
3 Sony 24mm F1.4 G-Master Full Frame E-Mount Lens
4 Switch 8 puertos 10 100 1000

descripcion precio likes \

Sony 24mm F1.4 G-Master Full Frame E-Mount Lens 2195 129
Switch 8 puertos 10 - 100 - 1000 tp - link 51,73€ 283

2} None 34.99 256
1 With superior performance and a leader in reli... 84.99 262
2 Midori grid white paper great for capturing sc... 7.00 263
3
4

nivel_emocion numero_visitas

2] ] 82
1 1 59
2 1 94
3 1 20
4 ] 77

Figura 3. Estructura del Sistema de Recomendacion (fuente: elaboracion propia)
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4. RESULTADOS

Al evaluar el modelo de identificacion de emociones con los datos de prueba de la base
de datos, utilizando los indicadores de precision, sencibilidada (recall) y F1-Score, se
determiné que cumplia con los requisitos requeridos (92% de precision). La Tabla 1y
la Figura 4 muestran el desempefio del modelo Mini-Xception en la clasificacién de cada
una de las siete emociones en el conjunto de datos de FER2013, observando que el

indicador de precision supera el 80% para cualquier tipo de emocién estudiada.
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Tabla 1. Evaluacién del modelo de identificacién de emociones (fuente: elaboracion
propia)

Emotion Accuracy (%) Recall (%) F1-Score (%)

Feliz 97 94 95
Neutral 93 90 91
Sorprendido 96 93 95.5
Angry 94 90 92
Sad 88 85 86
Disgusted 89 87 88
Scared 90 88 89

Figura 4. Diagrama de barras de la evaluacion del sisteam de identificacion de
emociones (fuente: elaboracién propia)

Evaluacion de la presicion por emocion

80 1

Precision(%)
o
o

B
=]
L

204

Feliz Triste  Enojado Sorpresa Normal Disgusto Asustado
Emociones

Adicionalmente, para validar el rendimiento del modelo, se realizaron 24 pruebas
secuenciales de deteccién de emociones, obteniendo un tiempo de procesamiento
promedio de 27,92 ms = 394 ms. Estos valores garantizan que el modelo pueda
mantener un rendimiento constante y confiable durante la operacién continua,
cumpliendo y superando los requisitos de respuesta en tiempo real establecidos.

Los tiempos de latencia estuvieron dentro de los pardmetros esperados, con un
promedio de 150 milisegundos desde la captura de la imagen hasta la visualizacion de
la emocién detectada. La interfaz respondid correctamente en el 98% de las
interacciones evaluadas. La respuesta del sistema tuvo un tiempo promedio de 300 ms.
Las pruebas de usuario se realizaron con la participaciéon de algunos usuarios, que
interactuaron con el sistema en varios escenarios de uso., lo que permitié la recopilacion
de datos significativos sobre el rendimiento del sistema en condiciones del mundo real.
Ademas, se realizaron pruebas complementarias utilizando un script especializado,
acumulando 178 registros de 10 participantes diferentes en condiciones dptimas de
iluminacion, lo que arrojé una precisién general del modelo del 93,57%. Este resultado

superd significativamente las expectativas iniciales y confirmo la solidez del sistema para
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su aplicacion en entornos educativos. La matriz de confusién generada durante las
pruebas de usuario reflejé la ira y la sorpresa como las emociones mas dificiles de
clasificar.

El Sistema de recomendacion arojé una lista de productos que se ajustaban a los niveles
de emociones que se fue calculando durante la sesion de consulta.

La Figura 5 muestra la salida del sistema de recomendacién para un usuario que ha
realizado la consulta: recs_q = recomendar_por_consulta(texto_descripcion=
"FeaturesPage yield25000 pagesBrand compatibilityXeroxCompatible productsPhaser
7760Colour of productBlackQuantity1Printing coloursYellowTypeTonerPackaging
dataPackaging width95 mmPackaging height89 mmPackage weight680 gPackaging
length368 mmPackaging typeBox", precio=216.44, tao=0.35, top_k=8)

Donde tao es | nivel de emocién calculada en el marco de tiempo, top_K es el nimero

de productos a recomendar

Figura 5. Diagrama de barras de la evaluacion del sisteam de identificacién de emociones.

id titulo precio \
3382 45493711 Switch TP-LINK TL-SF1024 19'' Rackmount 24x1@/... 217.30
1932 45493711 Switch TP-LINK TL-SF1024 19'' Rackmount 24x10/... 217.3@
2734 66749842 Details aboutNEW 2020 Shimano Dura Ace 11 Spee... 218.88
1174 66749842 Details aboutNEW 2020 Shimano Dura Ace 11 Spee... 218.88
2087 66749842 Details aboutNEW 2020 Shimano Dura Ace 11 Spee... 218.88
1697 66749842 Details aboutNEW 2020 Shimano Dura Ace 11 Spee... 218.88
1380 56902092 Jabra BIZ 2400 II DQ Duo NC WB Corded Headse 209.00
661 47121877 Slusalke Audio-Technica ATH-PRO7x 208.95

nivel_emocion score_similitud

3382 1 0.992278
1932 1 0.992278
2734 1 0.992278
1174 1 0.992278
2087 1 0.992278
1697 1 0.992278
1380 1 0.992278
661 1 0.992278

5. DISCUSION Y CONCLUSIONES

La evaluacién del sistema se llevd a cabo mediante pruebas controladas, utilizando tanto
datos de la base FER2013 como interacciones en tiempo real. A continuacion se
presentan los aspectos mas relevantes.

En relacién a la precisén del modelo se observa que emociones de felicidad, neutralidad
y sorpresa se detectan con altos niveles de exactitud, mientras que las emociones de
disgusto y miedo presentan desafios adicionales en términos de reconocimiento. En
cuanto a los tiempos de respuesta del sistema de reconocimiento de emociones se
alcanzd una capacidad para operar en entornos reales con tiempos de respuesta
minimos, lo que es esencial para el correcto funcionamiento de aplicaciones de
comercio electrénico y sistemas interactivos de recomendacion.

La incorporacidon del mddulo de reconocimiento emocional en el sistema de

recomendacién permitié personalizar la oferta de productos en funcion del estado
N
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afectivo del usuario. Para ello, se aplicd un algoritmo hibrido que combina técnicas

basadas en contenido y popularidad. Este método permitio:

e Ajustar las recomendaciones en funcién del indice emocional: Los productos
sugeridos se correspondieron con los niveles de emocién detectados durante la
sesion, ofreciendo una experiencia dindmica y contextualizadal.

e Mejorar la relevancia de los productos recomendados: Al utilizar informacion en
tiempo real, el sistema pudo adaptar rdpidamente sus sugerencias, incrementando
la satisfaccién y la interaccion del usuario.

En resumen, los datos experimentales respaldan la viabilidad técnica del sistema en

cuanto a la deteccidon emocional y su integraciéon en algoritmos de recomendacion. Los

resultados obtenidos demuestran tanto la alta precision como la capacidad operativa
en tiempo real, lo que confirma su aplicabilidad para entornos de e-marketing. Ademas,
este trabajo demuestra que la aplicacion de técnicas de aprendizaje profundo para el
reconocimiento de emociones, combinadas con métodos hibridos de recomendacion,
es una estrategia prometedora para transformar el e-marketing. La capacidad de
adaptar dindmicamente la oferta de productos en funcién del estado afectivo del
usuario puede traducirse en una mayor relevancia de las recomendaciones v, por ende,

en una mejora de la satisfaccion del cliente.
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